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Introduction

The Chomsky Hierarchy divides all logically possible linguistic patterns into nested regions of
complexity, and provides grammar-independent characterizations that highlight necessary prop-
erties of any grammar/device that aims to recognize, generate, or encode a given linguistic pattern.
Here we:

• review recent results in support of the so-called subregular hypothesis within this hierarchy;

• highlight contrasts between these results and Minimal Description Length (MDL) approaches;

• specify questions that need to be addressed in order to reconcile the two frameworks.

1 Subregular Complexity

The class of regular languages can be decomposed into a hierarchy of nested classes of decreasing
complexity — the subregular hierarchy (Rogers et al. 2013; McNaughton and Papert 1971; i.a.).

The Subregular Hierarchy
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1The Subregular Hypothesis: natural language constraints are captured by the weak complexity
classes at the bottom of the hierarchy.

Example: Intervocalic s voicing in German is SL
• In GERMAN, [s] is not allowed in-between two vowels:

(1) fa[z]er ‘fiber’
(2) rei[z]en ‘to.travel’

•GSL = {*ase, *ise, *ese, *isi, ...}
ok r e i z e n ∗ r e i s e n

Example: Long distance sibilant harmony in Aari is SP
• In Aari, all sibilants agree in anteriority.

(3) baPse ‘he brought’
(4) ÿaPSit ‘I arrived’

•GSP = {∗ÿs, ∗sÿ, ∗sS, ∗Ss }
ok ÿ a P S i t ∗ ÿ a P s i t

2 Evidence for the Subregular Hypothesis
The complexity differences highlighted by the subregular hierarchy are independent of any par-
ticular representation — and thus of the implementation details of the underlying cognitive mech-
anism. What’s the evidence that this is a plausible metric for the complexity of human language?

Typological Coverage
A variety of phenomena are subregular in approximately the same way and these characterizations
– SL, TSL, SP – go beyond simple phonotactic patterns:

• Phonotactics (Heinz 2010; Heinz&Idsardi 2013; Heinz forthcoming)
→ even across articulatory systems (Rawski 2017)

• Phonological mappings (Chandlee 2014; Chandlee et al. 2014, 2015)

•Morphotactics/Morphology (Aksënova et al. 2016; Aksënova & De Santo 2017; Chandlee 2016)

•Morpho-Semantics (Graf 2017; De Santo et al. 2017)

• Syntax/Tree Languages (Graf 2012; Graf&Heinz 2015)

Typological Gaps
The subregular hypothesis predicts that no pattern exceeding the expressivity of the bottom classes
in the hierarchy is expected to arise in natural language. This tight fit provides a principled expla-
nation for cross-linguistic typological gaps such as:

• first-last harmony, sour-grapes in phonotactics (Heinz 2015; Lai 2015);

• unbounded circumfixation in morphology (Aksënova et al. 2016).

Learning Results
• The simpler classes in the hierarchy – SL, SP, TSL – have more efficient learning algorithms

(Heinz et al. 2012; Jardine and McMullin 2017) ...

• ... and appear to be more easily learnable by humans in Artificial Grammar Learning (AGL)
experiments (Lai 2015; Hwangbo 2015; Avcu 2017).

3 MDL and Subregularity
Hypothesis:
• Classes in the lower part of the hierarchy describe most natural language patterns;

• if MDL were the right basis for learning generalization, then we might expect that patterns
which belong to these classes have shorter description lengths;

Two Puzzles (Heinz & Idsardi 2013; Rogers et al. 2013)
The above-mentioned correlation does not seem hold. Consider two grammars:

1. G1 = {*ac}
2. G2 = {*c given an odd number of a’s in the left context.}
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• The FSAs above are the smallest descriptions of the patterns encoded by the grammars, but
G1 corresponds to an SL pattern, while G2 corresponds to a regular one.

Consider now a language that is recognized by both automata:

L12 = L(G1) ∪ L(G2) = c∗ ∪ {aabc, aaaabc, aaaaaabc, . . .}

• Subregular complexity predicts that a learner given a subset of L12 as an input will infer G1,
as it is the simplest grammar generating the language. What does MDL predict?

Reconciling MDL and Subregularity
The subregular hierarchy seems to describe computational complexity in different terms than
MDL. Three fundamental questions must be addressed in order to reconcile them:
1. There are multiple ways to encode (sub-)regular languages & relative length of generalization

is not preserved across these formalisms: is there some general encoding scheme where MDL
generalizations match subregular predictions?

2. How can MDL-based approaches account for typological gaps?
3. How relevant to human learning are the computational distinctions highlighted by the subreg-

ular hierarchy and/or MDL?→ AGL and neurolinguistic experiments are a promising way to
shed light on this question.
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